Continuous Selections for Continuous Multifunctions and the Darboux Problem for Third Order Hyperbolic Inclusions.
The Refined Case
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Abstract. In this paper we consider the Darboux Problem for a third order hyperbolic inclusion of the form $u_{xzy} \in F(x,y,z,u)$, where $F$ is a continuous multifunction defined on a compact subset of $\mathbb{R}^{n+3}$ and whose values are non-empty compact and not necessarily convex subsets in $\mathbb{R}^n$. We prove a theorem which establishes the existence of a continuous selection for each of the functions $(x,y,z) \rightarrow F(x,y,z,u(x,y,z))$ with respect to a given family of continuous functions $(x,y,z) \rightarrow u(x,y,z)$. In two preceding paper [36], [37], we considered $F$ to be a continuous multifunction and respectively $F$ satisfying the Carathéodory type conditions. Now we consider the continuous case refined. Using this result, i.e. the selection theorem, which is stronger than Theorem 4.1 [36] and Schauder’s Fixed Point Theorem, it is obtained an existence theorem for an absolutely continuous solution of the Darboux Problem for the specified inclusion.
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1 Introduction

In this paper we consider the Darboux Problem for a third order hyperbolic inclusion of the form

$$
\frac{\partial^3 u(x,y,z)}{\partial x \partial y \partial z} \in F(x,y,z,u), \quad (x,y,z) \in D = [0,a] \times [0,b] \times [0,c], \quad u \in B \subset \mathbb{R}^n, \quad (1.1)
$$

with the initial values

$$
\begin{aligned}
&u(x,y,0) = \varphi(x,y), \quad (x,y) \in D_1 = [0,a] \times [0,b], \\
u(0,y,z) = \psi(y,z), \quad (y,z) \in D_2 = [0,b] \times [0,c], \\
u(x,0,z) = \chi(x,z), \quad (x,z) \in D_3 = [0,a] \times [0,c],
\end{aligned}
\quad (1.2)
$$
where $\varphi$, $\psi$, $\chi$ are absolutely continuous in Carathéodory’s sense functions \cite{4,5,6,7,8}, $\varphi \in C^* (D_1; \mathbb{R}^n)$, $\psi \in C^* (D_2; \mathbb{R}^n)$, $\chi \in C^* (D_3; \mathbb{R}^n)$ and they satisfy the conditions

$$
\begin{aligned}
  u(x, 0, 0) &= \varphi(x, 0) = \chi(x, 0) = v^1(x), \quad x \in [0, a], \\
  u(0, y, 0) &= \varphi(0, y) = \psi(y, 0) = v^2(y), \quad y \in [0, b], \\
  u(0, 0, z) &= \psi(0, z) = \chi(0, z) = v^3(z), \quad z \in [0, c], \\
  u(0, 0, 0) &= v^1(0) = v^2(0) = v^3(0) = v^0.
\end{aligned}
$$

(1.3)

$F : D \times B \to \text{comp} A$ is a continuous multifunction whose values are non-empty compact and not necessarily convex subsets of $\mathbb{R}^n$, $A$ is the closed ball centered at the origin of $\mathbb{R}^n$ with radius $M$ and $B$ is the closed ball centered at the origin of $\mathbb{R}^n$ with radius $r = M_1 + M\,abc$

We prove a theorem which establishes the existence of a continuous selection for each of the functions $(x, y, z) \to F(x, y, z, u(x, y, z))$ with respect to a given family of continuous functions $(x, y, z) \to u(x, y, z)$. In two preceding paper \cite{36}, \cite{37} we considered $F$ as a continuous multifunction and respectively $F$ satisfying the Carathéodory type conditions. Now we consider the continuous case refined. This result is stronger that Theorem 4.1 \cite{36}. The approximation that we obtain, which is basically elementary, consists in systematically using the continuous partition of the unity also in construction some appropriate approximate selections. The role thereof is somehow analogous to the role played by step functions in approximating continuous functions with real values defined on a compact interval, and to the role played by the approximate solutions in construction the solutions of the ordinary or generalized differential equations, that is differential inclusions as well. Using this result, i.e. the selection theorem and Schauder’s Fixed Point Theorem it is obtained an existence theorem of an absolutely continuous solution for Darboux Problem for the specified inclusion.

In \cite{32} we considered the Darboux Problem (1.1) + (1.2) where $F : D \times \Omega \to 2^{\mathbb{R}^n}$ is a multifunction with compact convex and non-empty values and $\Omega \subset \mathbb{R}^n$ is an open subset. Under suitable assumptions, we proved an existence theorem for a local solution of the Darboux Problem (1.1) + (1.2) using the Kakutani Ky-Fan Fixed Point Theorem, and that the set of its solutions is compact in Banach space $C(D_0; \mathbb{R}^n)$, $D_0 = [0, x_0] \times [0, y_0] \times [0, z_0] \subseteq D_1$; moreover, as a function of the initial values this set defines an upper semi-continuous multifunction.

In \cite{33} we proved a theorem of prolongation for the solutions of the considered problem (1.1) + (1.2) and also an existence theorem for a saturated solution.

In \cite{34} we proved a characterization theorem for the solutions of Darboux Problem (1.1) + (1.2) using the Aumann integral \cite{2} defined for multifunctions.

In \cite{35}, using the notion of uniform convergence on compact sets defined by Arrigo Cellina \cite{7}, \cite{8} for a sequence of single-valued functions $f_k : \Lambda \to \mathbb{R}^n$ such that $f_k \to F$, where $F$ is a multifunction, we considered a sequence of approximating univalued equations of the form $u_{xyz} = f_k (x, y, z, u)$ and we proved that they have a unique solution, using Schauder’s Fixed Point Theorem. Using a characterization theorem for the solutions of the Darboux Problem (1.1) + (1.2) for the specified inclusion \cite{34}, we proved that the sequence of solutions to the approximating univalued equations uniformly converges, on compact sets, to a solution of the Darboux Problem (1.1) + (1.2) for the considered inclusion; hence we obtained a global solution of this problem as the uniform limit of the sequence of solutions for the approximating equations.
In [36] we considered the Darboux Problem (1.1) + (1.2), where $F : D \times \Omega \to \text{comp} A$ is a continuous multifunction whose values are non-empty compact and not necessarily convex subsets of $\mathbb{R}^n$. We proved a theorem which establishes the existence of a continuous selection for each of the functions $(x, y, z) \rightarrow F(x, y, z, u(x, y, z))$ with respect to a given family of continuous functions $(x, y, z) \rightarrow u(x, y, z)$. Using this result and Schauder’s Fixed Point Theorem it is obtained an existence theorem of an absolutely continuous solution for Darboux Problem (1.1) + (1.2).

In [37] we considered the Darboux Problem (1.1) + (1.2), where $F : D \times B \to \text{comp} A$ satisfy the Carathéodory type conditions and whose values are non-empty compact and not necessarily convex subsets of $\mathbb{R}^n$. We proved an existence theorem of a continuous selection similar to [36] and another existence theorem of an absolutely continuous solution for Darboux Problem (1.1) + (1.2).

This paper has been suggested by [1], [27], [28], [31], [36], [37] and it provides an extension of the results in those articles.

2 Preliminaries

The definitions and Theorems 2.1 – 2.6 in this section are recalled from [1]-[26].

**Definition 2.1.** Let $X$ and $Y$ be two non-empty sets. A multifunction $\Phi : X \rightarrow 2^Y$ is a function from $X$ into the family of all non-empty subsets of $Y$. To each $x \in X$, a subset $\Phi(x)$ of $Y$ is associated by the multifunction $\Phi$. The set $\bigcup_{x \in X} \Phi(x)$ is the range of $\Phi$. $\Phi(X) = \bigcup_{x \in X} \Phi(x)$.

**Definition 2.2.** Let us consider $\Phi : X \rightarrow 2^Y$.

a) If $A \subseteq X$, the image of $A$ by $\Phi$ is $\Phi(A) = \bigcup_{x \in A} \Phi(x)$;

b) If $B \subseteq Y$, the counterimage of $B$ by $\Phi$ is $\Phi^{-1}(B) = \{x \in X \mid \Phi(x) \cap B \neq \emptyset\}$;

c) The graph of $\Phi$, denoted $\text{graph } \Phi$, is the set $\text{graph } \Phi = \{(x, y) \in X \times Y \mid y \in \Phi(x)\}$.

**Definition 2.3.** Let us now take $\Phi : X \rightarrow 2^Y$. An element $x \in X$ with the property that $x \in \Phi(x)$ is called a fixed point of the multifunction $\Phi$.

**Definition 2.4.** A univalued function $\varphi : X \rightarrow Y$ is said to be a selection of $\Phi : X \rightarrow 2^Y$ if $\varphi(x) \in \Phi(x)$ for all $x \in X$.

**Definition 2.5.** Let $X$ and $Y$ be two topological spaces. The multifunction $\Phi : X \rightarrow 2^Y$ is upper semi-continuous if, for any closed $B \subseteq Y$, $\Phi^{-1}(B)$ is closed in $X$.

**Definition 2.6.** If $X$ and $Y$ are two topological spaces, the multifunction $\Phi : X \rightarrow 2^Y$ is lower semi-continuous if, for every open subset $\Omega \subseteq Y$, the set $\Phi^{-1}(\Omega)$ is open in $X$. 
Definition 2.7. The multifunction \( \Phi : X \to 2^Y \) is continuous if it is upper semi-continuous and lower semi-continuous.

Definition 2.8. If \((X, \mathcal{F})\) is a measurable space and \(Y\) is a topological space, the multifunction \( \Phi : X \to 2^Y \) is measurable (weakly measurable), if \( \Phi^{-1}(B) \in \mathcal{F} \) for every closed (open) subset \( B \subseteq Y \), \( \mathcal{F} \) being the \( \sigma\)-algebra of the measurable sets of \( X \), i.e. \( \Phi^{-1}(B) \) is measurable.

Theorem 2.1 [23]. Let \( X \) and \( Y \) be two metric spaces, \( Y \) being compact, and \( \Phi : X \to 2^Y \) a multifunction with the property that \( \Phi(x) \) is a closed subset of \( Y \) for any \( x \in X \). The following assertions are equivalent:

i) the multifunction \( \Phi \) is upper semi-continuous;

ii) the graph of \( \Phi \) is a closed subset of \( X \times Y \);

iii) any would be the sequences \((x_n)_{n \in \mathbb{N}}\) and \((y_n)_{n \in \mathbb{N}}\), from \( x_n \to x \), \( y_n \in \Phi(x_n) \) and \( y_n \to y \) it follows that \( y \in \Phi(x) \).

Theorem 2.2 [15]. When \( X \) is first countable and \( Y \) is a metric space, \( \Phi : X \to 2^Y \) is lower semi-continuous if and only if, for every \( \tilde{x} \in X \), every sequence \( \{x_n\} \) in \( X \) converging to \( \tilde{x} \) and every \( \tilde{y} \in \Phi(\tilde{x}) \), there exists a sequence \( \{y_n\} \) in \( Y \) converging to \( \tilde{y} \), such that \( y_n \in \Phi(x_n) \) for all \( n \in \mathbb{N} \).

Definition 2.9. [4], [9], [13] The function \( u : \Delta \to \mathbb{R}^n, \Delta \subset \mathbb{R}^2 \), is absolutely continuous in Carathéodory's sense [4, §565 - §570] if and only if it is continuous on \( \Delta \), absolutely continuous in \( x \) (for any \( y \)), absolutely continuous in \( y \) (for any \( x \)), \( u_x(x,y) \) is (possibly after a suitable definition on a two-dimensional set of zero measure) absolutely continuous in \( y \) (for any \( x \)) and \( u_{xy} \) is Lebesgue-integrable on \( \Delta \).

Theorem 2.3. [4], [9], [26] The function \( u : \Delta \to \mathbb{R}^n, \Delta = [0,a] \times [0,b] \subset \mathbb{R}^2 \), is absolutely continuous in Carathéodory's sense on \( \Delta \) if and only if there exist \( f \in L^1(\Delta; \mathbb{R}^n) \), \( g \in L^1([0,a]; \mathbb{R}^n) \), \( h \in L^1([0,b]; \mathbb{R}^n) \) such that

\[
    u(x,y) = \int_0^x \int_0^y f(s,t) \, ds \, dt + \int_0^x g(s) \, ds + \int_0^y h(t) \, dt + u(0,0).
\]

We denote the class of absolutely continuous functions in Carathéodory's sense by \( C^* (\Delta; \mathbb{R}^n) \) [13]. In [9], this space is denoted by \( AC(\Delta; \mathbb{R}^n) \).

Theorem 2.4. [9] The space \( C^* (\Delta; \mathbb{R}^n) \) endowed with the norm

\[
    \|u(\cdot,\cdot)\| = \int_0^a \int_0^b \|u_{xy}(s,t)\| \, ds \, dt + \int_0^a \|u_x(s,0)\| \, ds + \int_0^b \|u_y(0,t)\| \, dt + \|u(0,0)\|,
\]

where \( \Delta = [0,a] \times [0,b] \subset \mathbb{R}^2 \), and \( \| \cdot \| \) is the Euclidean norm, is a Banach space.

Definition 2.10. [14] The function \( u : D \to \mathbb{R}^n, D \subset \mathbb{R}^3 \), is absolutely continuous in Carathéodory's sense [4, §565 - §570] if and only if \( u(x,y,z) \) is continuous on \( D \), absolutely continuous in each variable (for any pair of the other two variables) and similarly for \( u_x(x,y,z), u_y(x,y,z), u_z(x,y,z), u_{xy}(x,y,z), u_{yz}(x,y,z), u_{xz}(x,y,z) \), and \( u_{xyz} \) is Lebesgue-integrable on \( D \).
Theorem 2.5. (analogous with [9]) The function \( u : D \to \mathbb{R}^n, D = [0, a] \times [0, b] \times [0, c] \subset \mathbb{R}^3, \) is absolutely continuous in Carathéodory’s sense on \( D \) if and only if there exist \( f \in L^1(D; \mathbb{R}^n), g_1 \in L^1(D_1; \mathbb{R}^n), g_2 \in L^1(D_2; \mathbb{R}^n), g_3 \in L^1(D_3; \mathbb{R}^n), h_1 \in L^1([0, a]; \mathbb{R}^n), h_2 \in L^1([0, b]; \mathbb{R}^n), h_3 \in L^1([0, c]; \mathbb{R}^n), \) such that

\[
\begin{align*}
  u(x, y, z) &= \int_0^x \int_0^y \int_0^z f(r, s, t) \, dr \, ds \, dt + \int_0^x \int_0^y g_1(r, s) \, dr \, ds + \\
  & \quad + \int_0^y \int_0^z g_2(s, t) \, ds \, dt + \int_0^x \int_0^z g_3(r, t) \, dr \, dt + \\
  & \quad + \int_0^x h_1(r) \, dr + \int_0^y h_2(s) \, ds + \int_0^z h_3(t) \, dt + u(0, 0, 0).
\end{align*}
\]

We denote the class of absolutely continuous functions in Carathéodory’s sense on \( D \) by \( C^* (D; \mathbb{R}^n) \) [14].

Theorem 2.6. (analogous with [9]) The space \( C^* (D; \mathbb{R}^n) \) endowed with the norm

\[
\| u(\cdot, \cdot, \cdot) \| = \int_0^a \int_0^b \int_0^c \| u_{xyz}(r, s, t) \| \, dr \, ds \, dt + \int_0^a \int_0^b \| u_{xy}(r, s, 0) \| \, dr \, ds + \\
\quad + \int_0^b \int_0^c \| u_{yz}(0, s, t) \| \, ds \, dt + \int_0^a \int_0^c \| u_{xz}(r, 0, t) \| \, dr \, dt + \\
\quad + \int_0^a \| u_{x}(r, 0, 0) \| \, dr + \int_0^b \| u_{y}(0, s, 0) \| \, ds + \\
\quad + \int_0^c \| u_{z}(0, 0, t) \| \, dt + \| u(0, 0, 0) \|,
\]

where \( D = [0, a] \times [0, b] \times [0, c] \subset \mathbb{R}^3, \) and \( ||\cdot|| \) is the Euclidean norm, is a Banach space.

We denote by \( d(x, y) \) the Euclidean distance from \( x \) to \( y \), \( x, y \in \mathbb{R}^n, \) where \( \mathbb{R}^n \) is the Euclidean space. \( B [x, r] \) is the closed ball of radius \( r > 0 \) centered at \( x \in \mathbb{R}^n \). If \( A, B \subset \mathbb{R}^n, d(x, A) = \inf \{ d(x, y) \mid y \in A \}, d^* (A, B) = \sup \{ d(y, B) \mid y \in A \}, d(x, \emptyset) = \infty. \)

Let \( (X, d) \) be a metric space and \( \mathcal{P}(X) \) the set of subsets of \( X \). For \( A, B \subset X \) we have

Definition 2.11. [9], [23] The function \( d_H : \mathcal{P}(X) \to [0, +\infty] \)

\[
d_H (A, B) = \max \{ d^* (A, B), d^* (B, A) \} = \max \left\{ \sup_{x \in A} d(x, B), \sup_{x \in B} d(x, A) \right\}
\]

is the Hausdorff-Pompeiu pseudometric.

The function \( d_H \) defines a metric on the space \( \mathcal{F}(X) \) of the non-empty and closed subsets of \( X \), called the Hausdorff-Pompeiu metric.

3 Continuous selections. The continuous case refined

Let be the multifunction \( F : D \times B \to \text{comp} \, A \) whose values are non-empty compact and not necessarily convex subsets of \( \mathbb{R}^n, D = [0, a] \times [0, b] \times [0, c] \subset \mathbb{R}^3, \) \( A \) is the closed ball
centered at the origin of $\mathbb{R}^n$ with radius $M$ where $M$ is given by (3.3), and $B$ is the closed ball centered at the origin of $\mathbb{R}^n$ with radius $r = M_1 + Mabc$, where $M_1$ is given by (3.2).

**Proposition 3.1.** [1] $A$ is a compact space for the metric (Euclidean distance) $d$ induced on $A$ by the Euclidean norm of $\mathbb{R}^n$.

**Proposition 3.2.** [1] The set $\text{comp} \ A$ is a compact metric space for $d_H$, where $d_H$ is the Hausdorff-Pompeiu metric on $\text{comp} \ A$ induced by $d$.

Let $C(D;\mathbb{R}^n)$ be the Banach space of continuous functions from $D$ into $\mathbb{R}^n$ and $L^1(D;\mathbb{R}^n)$ the Banach space of equivalence classes of Lebesgue-integrable functions on $D$ and taking values in $\mathbb{R}^n$.

Let the following hypotheses be satisfied:

- **(H)1** $F : D \times B \to \text{comp} \ A$ is a continuous multifunction;
- **(H)2** The functions $\varphi \in C^* (D_1;\mathbb{R}^n)$, $\psi \in C^* (D_2;\mathbb{R}^n)$, $\chi \in C^* (D_3;\mathbb{R}^n)$ given by (1.2) are absolutely continuous in Carathéodory’s sense functions and satisfy conditions (1.3).

**Remark 3.1.** The function $\alpha : D \to \mathbb{R}^n$ defined by

$$\alpha(x, y, z) = \varphi(x, y) + \psi(y, z) + \chi(x, z) - \varphi(x, 0) - \psi(0, y) - \chi(0, z) + \psi(0, 0)$$

is an absolutely continuous in Carathéodory’s sense function on $D$, $\alpha \in C^* (D;\mathbb{R}^n)$ [4, §565-§570].

Suppose that the following hypothesis holds:

- **(H)3** The function $\alpha : D \to \mathbb{R}^n$ defined by (3.1) is bounded, that is

$$\|\alpha(x, y, z)\| \leq M_1, \quad (x, y, z) \in D. \quad (3.2)$$

Define $K$ to be the set of absolutely continuous in Carathéodory’s sense functions $u : D \to \mathbb{R}^n$ satisfying

$$\left\| \frac{\partial^3 u(x, y, z)}{\partial x \partial y \partial z} \right\| \leq M, \quad \text{for a.e.} \quad (x, y, z) \in D, \quad (3.3)$$

and the conditions (1.2).

**Proposition 3.3.** The set $K$ is a non-empty compact and convex subset of $C(D;\mathbb{R}^n)$.

**Proof.** The relation $u \in K$ implies $u \in C(D;\mathbb{R}^n)$. Integrating $\frac{\partial^3 u(x, y, z)}{\partial x \partial y \partial z}$ on $D$ and using
the conditions (1.2) we obtain

\[
\begin{align*}
u(x, y, z) &= u(x, y, 0) + u(x, 0, z) - u(x, 0, 0) + u(0, y, z) - \\
&- u(0, y, 0) - u(0, 0, z) + u(0, 0, 0) + \int_0^x \int_0^y \int_0^z \frac{\partial^3 u(r, s, t)}{\partial r \partial s \partial t} \, dr \, ds \, dt = \\
&= \varphi(x, y) + \psi(y, z) + \chi(x, z) - \varphi(x, 0) - \varphi(0, y) - \\
&- \psi(0, z) + u(0, 0, 0) + \int_0^x \int_0^y \int_0^z \frac{\partial^3 u(r, s, t)}{\partial r \partial s \partial t} \, dr \, ds \, dt = \\
&= \varphi(x, y) + \psi(y, z) + \chi(x, z) - \psi(0, y) - \psi(0, z) + u(0, 0, 0) + \\
&+ \int_0^x \int_0^y \int_0^z \frac{\partial^3 u(r, s, t)}{\partial r \partial s \partial t} \, dr \, ds \, dt = \\
&= \alpha(x, y, z) + \int_0^x \int_0^y \int_0^z \frac{\partial^3 u(r, s, t)}{\partial r \partial s \partial t} \, dr \, ds \, dt, \quad (x, y, z) \in D.
\end{align*}
\]

The compactness of the set \( K \) results using the theorem of Arzelà-Ascoli. The set \( K \) is equibounded. From (3.2), (3.3) and (3.4) we have

\[
\|u(x, y, z)\| \leq \|\alpha(x, y, z)\| + \int_0^x \int_0^y \int_0^z \left\|\frac{\partial^3 u(r, s, t)}{\partial r \partial s \partial t}\right\| \, dr \, ds \, dt \leq \\
\leq M_1 + \int_0^x \int_0^y \int_0^z M \, dr \, ds \, dt = \\
= M_1 + Mxyz \leq M_1 + Mabc = r, \quad r > 0, \quad (x, y, z) \in D.
\]

The set \( K \) is equicontinuous. Using the absolute continuity of the integral it follows that

\[
\|u(x + h, y + k, z + l) - u(x, y, z)\| < \varepsilon \quad \text{for} \quad h, k, l \in \mathbb{R} \\
\text{with} \quad |h|, |k|, |l| < \delta(\varepsilon), \quad \delta(\varepsilon) > 0, \quad \varepsilon > 0.
\]

The set \( K \) is convex. Indeed let \( u_1, u_2 \in K \) and \( \lambda_1, \lambda_2 \in \mathbb{R} \) with \( 0 \leq \lambda_1 \leq 1, 0 \leq \lambda_2 \leq 1, \lambda_1 + \lambda_2 = 1 \). From (3.3) and (1.2) we have

\[
\left\|\frac{\partial^3 u_i(x, y, z)}{\partial x \partial y \partial z}\right\| \leq M, \quad (x, y, z) \in D, \quad i = \overline{1, 2},
\]

and

\[
\left\{ \begin{array}{ll}
u_i(x, y, 0) = \varphi(x, y), & (x, y) \in D_1 = [0, a] \times [0, b], \\
u_i(0, y, z) = \psi(y, z), & (y, z) \in D_2 = [0, b] \times [0, c], \\
u_i(x, 0, z) = \chi(x, z), & (x, z) \in D_3 = [0, a] \times [0, c].
\end{array} \right. \quad i = \overline{1, 2}
\]

Using the properties of absolutely continuous in Carathéodory’s sense functions (Theorem 2.5), it follows that \( \lambda_1 u_1 + \lambda_2 u_2 \in C^\ast(D; \mathbb{R}^n) \).
The relations (3.3) and (1.2) for the function \( \lambda_1u_1 + \lambda_2u_2 \) hold.

\[
\left\| \frac{\partial^3 (\lambda_1u_1 + \lambda_2u_2)(x,y,z)}{\partial x \partial y \partial z} \right\| = \left\| \frac{\partial^3 u_1(x,y,z)}{\partial x \partial y \partial z} + \lambda_2 \frac{\partial^3 u_2(x,y,z)}{\partial x \partial y \partial z} \right\| \leq
\leq \lambda_1 \left\| \frac{\partial^3 u_1(x,y,z)}{\partial x \partial y \partial z} \right\| + \lambda_2 \left\| \frac{\partial^3 u_2(x,y,z)}{\partial x \partial y \partial z} \right\| \leq
\leq \lambda_1 \| M + \lambda_2 M \| = M, \quad (x,y,z) \in D,
\]

and

\[
(\lambda_1u_1 + \lambda_2u_2)(x,y,0) = \lambda_1u_1(x,y,0) + \lambda_2u_2(x,y,0) = \lambda_1 \varphi(x,y) + \lambda_2 \varphi(x,y) =
= (\lambda_1 + \lambda_2) \varphi(x,y), \quad (x,y) \in D_1,
(\lambda_1u_1 + \lambda_2u_2)(0,y,z) = \lambda_1u_1(0,y,z) + \lambda_2u_2(0,y,z) = \lambda_1 \psi(y,z) + \lambda_2 \psi(y,z) =
= (\lambda_1 + \lambda_2) \psi(y,z), \quad (x,y) \in D_2,
(\lambda_1u_1 + \lambda_2u_2)(x,0,z) = \lambda_1u_1(x,0,z) + \lambda_2u_2(x,0,z) = \lambda_1 \chi(z) + \lambda_2 \chi(z) =
= (\lambda_1 + \lambda_2) \chi(z), \quad (x,z) \in D_3.
\]

Hence \( \lambda_1u_1 + \lambda_2u_2 \in K \) and the set \( K \) is convex.

**Remark 3.2.** The membership \( u \in K \) implies \( (x,y,z, u(x,y,z)) \in D \times B \) for each \( (x,y,z) \in D \). In view of the fact that each \( u \in K \) generates a multifunction \( (x,y,z) \rightarrow F(x,y,z,u(x,y,z)) \) from \( D \) into \( \text{comp} \ A \), we shall denote this function by \( G(u) \),

\[
G(u)(x,y,z) = F(x,y,z,u(x,y,z)), \quad (x,y,z) \in D.
\]  

(3.5)

We are now going to prove that the assertion of Theorem 4.1 [36] can be significantly strengthened and moreover under the same hypotheses.

We prove the following result, analogous to Lemma 3.1 and Lemma 3.11.

**Proposition 3.4.** (Lemma 3.1) Let \( K : D \rightarrow \text{comp} \ A \) be a continuous multifunction and \( \varphi : D \rightarrow \mathbb{R}^n \) be a piecewise constant mapping such that \( d(v(x,y,z), K(x,y,z)) < \rho \) for every \( (x,y,z) \in D \). Then, for every \( \varepsilon > 0 \) there exists a piecewise constant mapping \( w : D \rightarrow \mathbb{R}^n \) such that \( d(v(x,y,z), w(x,y,z)) < \rho \) and \( d(w(x,y,z), K(x,y,z)) < \varepsilon \) for every \( (x,y,z) \in D \).

**Proof.** Indeed, given \( \varepsilon > 0 \), we can choose a partition \( (D_{ijk}) \), \( 1 \leq i \leq m, 1 \leq j \leq n \), \( 1 \leq k \leq p \), of \( \Delta = [0,a] \times [0,b] \times [0,c] \) consisting of intervals (parallelepipeds) \( D_{ijk} = [x_{i-1}, x_i] \times [y_{j-1}, y_j] \times [z_{k-1}, z_k] \) such that \( v \mid_{D_{ijk}} = \zeta_{ijk} \) and \( d_H(K(x,y,z), K(x', y', z')) < \varepsilon \) for any \( (x,y,z), (x', y', z') \in D_{ijk} \). Then, for each \( (i,j,k) \), there exists a point \( \zeta_{ijk} \in K(x_{i-1}, y_{j-1}, z_{k-1}) \) such that \( d(v(x_{i-1}, y_{j-1}, z_{k-1}), \zeta_{ijk}) < \rho \) and \( d(\zeta_{ijk}, K(x,y,z)) < \varepsilon \) for every \( (x,y,z) \in D_{ijk} \). We define the mapping \( w : D \rightarrow \mathbb{R}^n \) as follows:

\[
\begin{aligned}
w(D_{ijk}) &= \zeta_{ijk} \text{ for each } (i,j,k),
w(a,y,z) &= \lim_{x \rightarrow a^+} w(x,y,z),
w(x,b,z) &= \lim_{y \rightarrow b^-} w(x,y,z),
w(x,y,c) &= \lim_{z \rightarrow c^-} w(x,y,z).
\end{aligned}
\]
Obviously, if \((x, y, z) \in \Delta\), then \((x, y, z) \in D_{ijk}\) for an unique \(D_{ijk}\), such that \(w(x, y, z) = \zeta_{ijk}\) and \(v(x, y, z) = u_{ijk} = v(x_{i-1}, y_{j-1}, z_{k-1})\); consequently
\[
\begin{align*}
d(v(x, y, z), w(x, y, z)) &= d(v(x_{i-1}, y_{j-1}, z_{k-1}), \zeta_{ijk}) < \rho \quad \text{and} \\
d(w(x, y, z), K(x, y, z)) &= d(\zeta_{ijk}, K(x, y, z)) < \varepsilon.
\end{align*}
\]

By continuity, these inequalities are also true for \(x = a, y = b, z = c\).

**Theorem 3.1.** Let \(F : D \times B \to \text{comp} A\) be a continuous multifunction (the hypothesis \((H_1)\)). Then, there exists a continuous mapping \(g : \mathcal{K} \to \mathcal{L}^1(D; \mathbb{R}^n)\) such that for every \(u \in \mathcal{K}\), \(g(u)\) is a regular mapping in \(D\) and
\[
g(u)(x, y, z) \in G(u)(x, y, z) \quad \text{for every } (x, y, z) \in D.
\]

**Proof.** We shall construct, for every \(n \geq 1\), a continuous mapping \(g^n : \mathcal{K} \to \mathcal{L}^1(D; \mathbb{R}^n)\) such that, for every \(u \in \mathcal{K}\), \(g^n(u)\) is a piecewise constant mapping of \(D\) into \(A\) which satisfies, at every \((x, y, z) \in D\),
\[
d(g^n(u)(x, y, z), G(u)(x, y, z)) < \frac{1}{2^n}, \quad (3.6)
\]
\[
\|g^{n+1}(u)(x, y, z) - g^n(u)(x, y, z)\| < \frac{1}{2^{n+1}}. \quad (3.7)
\]

It follows that, for every \(u \in \mathcal{K}\), the sequence \(\{g^n(u)\}\) converges uniformly in \(D\) to a mapping \(g(u)\) of \(D\) into \(A\) that is regular in \(D\) and satisfies \(g(u)(x, y, z) \in G(u)(x, y, z)\) at every \((x, y, z) \in D\). Indeed, since the convergence is uniform in \(D\) and each \(g^n\) is continuous in \(\mathcal{K}\), \(g\) will be a continuous mapping of \(\mathcal{K}\) into \(\mathcal{L}^1(D; \mathbb{R}^n)\) and this will prove the statement.

The construction will be made in two stages. Firstly we choose a decreasing to zero sequence \(\{\delta_n\}\) of positive constants such that, for every \(n \geq 1\)
\[
d_H(F(x, y, z, u), F(r, s, t, \tilde{u})) < \frac{1}{2^{n+3}}, \quad (3.8)
\]
for any two points \((x, y, z, u), (r, s, t, \tilde{u})\) in \(D \times B\) with
\[
\|(x, y, z) - (r, s, t)\| < \delta_n, \quad \|u - \tilde{u}\| < \delta_n.
\]

This is possible because \(F\) is uniformly continuous in \(D\).

We select, for every \(n \geq 1\), a finite open covering \((U^n_l)_{1 \leq l \leq N(n)}\) of the compact space \(\mathcal{K}\) such that
\[
\text{diam } U^n_l < \delta_n, \quad 1 \leq l \leq N(n).
\]

Let \((p^n_l)_{1 \leq l \leq N(n)}\) be the continuous partition of the unity subordinate to \((U^n_l)_{1 \leq l \leq N(n)}\). We denote \(N(n) = N_1(n)N_2(n)N_3(n)\) and \(p^n_l(u) = p^n_{ijk}(u)\) and suppose
\[
p^n_{ijk}(u) = q^n_i(u) r^n_j(u) s^n_k(u), \quad i = 1, N_1(n), \quad j = 1, N_2(n), \quad k = 1, N_3(n).
\]

The functions \(p^n_{ijk} : \mathcal{K} \to \mathbb{R}, i = 1, N_1(n), \quad j = 1, N_2(n), \quad k = 1, N_3(n),\) satisfy the properties:
Remark 3.3. Then, for every piecewise constant mapping \( f \), for every integer \( n \geq 1 \), at every \((x, y, z)\) there exists a piecewise constant mapping \( \phi(x, y, z) \) such that \( \phi(x, y, z) = 1 \). Hence, the assertion is true for \( n \).

We denote \( W^m_n = \{ u \in U^m_n \mid p^m_n(u) > 0 \} \), \( 1 \leq l \leq N(n) \).

Then, for every \( n \geq 1 \) and every vector index \( m = (m_1, m_2, \ldots, m_n) \) such that
\[
1 \leq m_\nu \leq N_\nu, \quad \bigcap_{\nu=1}^n W^m_{m_\nu} \neq \emptyset,
\]
there exists a piecewise constant mapping \( v^m_n : D \to A \) and a point \( u^m_n \in \bigcap_{\nu=1}^n W^m_{m_\nu} \) such that, at every \((x, y, z)\) in \( D \),
\[
d(v^m_n(x, y, z), G(u^m_n)(x, y, z)) < \frac{1}{2^{m+1}}. \tag{3.9}
\]

This assertion is obviously true for \( n = 1 \). Suppose that it is true for \( n = 1, 2, \ldots, p \). If \( m = (m_1, m_2, \ldots, m_n) \) is such that (3.9) holds for \( n = p \), we can use Lemma 3.1 and construct, for every integer \( s \) such that
\[
1 \leq s \leq N(p+1), \quad \bigcap_{\nu=1}^p W^m_{m_\nu} \cap W^p_{s} \neq \emptyset,
\]
a piecewise constant mapping \( v^{p+1}_{(m,s)} : D \to A \) which satisfies, at every \((x, y, z)\) in \( D \),
\[
d\left( v^{p+1}_{(m,s)}(x, y, z), G\left( u^{p+1}_{(m,s)} \right)(x, y, z) \right) < \frac{1}{2^{p+3}}, \tag{3.10}
\]
\[
\left\| v^{p+1}_{(m,s)}(x, y, z) - v^m_n(x, y, z) \right\| < \frac{1}{2^{p+3}}. \tag{3.11}
\]

Remark 3.3. For any \( n \)-vector index \( m = (m_1, m_2, \ldots, m_n) \) and integer \( s \), we denote \((m, s)\) the \((n+1)\)-vector index \((m_1, m_2, \ldots, m_n, s)\).

This, if we fix a point
\[
u(1, m, s) \in \bigcap_{\nu=1}^p W^m_{m_\nu} \cap W^p_{s},
\]
we deduce that, for every \((x, y, z)\) in \( D \),
\[
d\left( v^{p+1}_{(m,s)}(x, y, z), G\left( u^{p+1}_{(m,s)} \right)(x, y, z) \right) \leq d\left( v^{p+1}_{(m,s)}(x, y, z), G\left( u^{p+1}_{(m,s)} \right)(x, y, z) \right) + d_H\left( G\left( u^{p+1}_{(m,s)} \right)(x, y, z) \right),
\]
\[
G\left( u^{p+1}_{(m,s)} \right)(x, y, z) < \frac{1}{2^{p+3}} + \frac{1}{2^{p+3}} = \frac{1}{2(p+1)+1}.
\]

Hence, the assertion is true for \( n = p+1 \) and consequently, by induction, for every \( n \geq 1 \).
We next define, for every \( u \in \mathcal{K} \), a sequence of finite partitions of the interval (parallelepiped) \( \Delta \) as follows: given \( u \in \mathcal{K} \), we successively construct, for every \( n \geq 1 \) and every 3\( n \)-vector index \( m = (m_1, m_2, m_3, \ldots, m_n) = m^1 \times m^2 \times m^3 \), \( m^1 = (m_1^1, m_2^1, \ldots, m_n^1) \), \( m^2 = (m_1^2, m_2^2, \ldots, m_n^2) \), \( m^3 = (m_1^3, m_2^3, \ldots, m_n^3) \), \( 1 \leq m^1_\nu \leq N_1(\nu) \), \( 1 \leq m^2_\nu \leq N_2(\nu) \), \( 1 \leq m^3_\nu \leq N_3(\nu) \), \( 1 \leq \nu \leq n \), an interval (parallelepiped) \( \Delta_{n}^n (u) \subset \Delta \), such that
\[
\Delta = \bigcup_{1 \leq i \leq N(n)} \Delta_{ijk}^1 (u) = \bigcup_{i=1}^{N(n)} \Delta_{i}^1 (u) 
\]
and
\[
\Delta_{n}^n (u) = \bigcup_{1 \leq s \leq n(N+1)} \Delta_{n}^{n+1} (u), \ n \geq 1. 
\]
Indeed, let
\[
\begin{cases}
  x_0^i (u) = 0 \\
  x_i^1 (u) = x_{i-1}^1 (u) + a q_1^i (u) \sum_{j=1}^{N_2(1)} r_j^i (u) \sum_{k=1}^{N_3(1)} s_k^i (u), \ i = 1, N_1(1), \\
  y_0^i (u) = 0 \\
  y_j^1 (u) = y_{j-1}^1 (u) + b r_j^i (u) \sum_{i=1}^{N_1(1)} q_i^j (u) \sum_{k=1}^{N_2(1)} s_k^i (u), \ j = 1, N_2(1), \\
  z_0^i (u) = 0 \\
  z_k^i (u) = z_{k-1}^i (u) + c s_k^i (u) \sum_{i=1}^{N_1(1)} q_i^j (u) \sum_{j=1}^{N_2(1)} r_j^i (u), \ k = 1, N_3(1).
\end{cases}
\]
For each \( u \in \mathcal{K} \) we define the intervals (parallelepipeds)
\[ \Delta_{i}^j (u) = [x_{i-1}^1 (u), x_i^1 (u)] \times [y_{j-1}^1 (u), y_j^1 (u)] \times [z_{k-1}^1 (u), z_k^1 (u)], \]
for each \( i = 1, N_1(1), j = 1, N_2(1), k = 1, N_3(1) \).

Then, obviously, \( \Delta_{i}^j (u) \) is non-empty if and only if \( u \in W_{ij}^1 \), but (3.12) holds for whatever \( u \in \mathcal{K} \) because \( \left( p_{ij}^k \right), 1 \leq i \leq N_1(1), 1 \leq j \leq N_2(1), 1 \leq k \leq N_3(1) \), is a partition of the unity, \( p_{ij}^k (u) = q_i^j (u) r_j^i (u) s_k^i (u) \).

More generally, if \( m = (m_1, m_2, \ldots, m_n) \) is an \( 3n \)-vector index with \( 1 \leq m_\nu \leq N(\nu), m = m^1 \times m^2 \times m^3, m^1 = (m_1^1, m_2^1, \ldots, m_n^1), m^2 = (m_1^2, m_2^2, \ldots, m_n^2), m^3 = (m_1^3, m_2^3, \ldots, m_n^3), 1 \leq m_\nu \leq N_1(\nu), 1 \leq m_\nu \leq N_2(\nu), 1 \leq m_\nu \leq N_3(\nu), 1 \leq \nu \leq n, \) for each \( \Delta_{n}^n (u) \) has been constructed, let
\[
\begin{cases}
  x_{n(1),0}^1 (u) = x_n^1 (m_1^1, m_2^1, \ldots, m_n^1, -1) (u), \\
  x_{n(1),s}^1 (u) = x_{n+1}^1 (m_1^1, m_2^1, \ldots, m_n^1, s) (u) + \left( a \prod_{\nu=1}^{n} q_{m_\nu} (u) \sum_{j=1}^{N_2(n)} r_j^i (u) \sum_{k=1}^{N_3(n)} s_k^i (u) \right) q_{s+1} (u),
\end{cases}
\]
\[
\begin{cases}
\varrho_{n+1}(m^2) (u) = p_{n+1}(m^2) (u), \\
\varrho_{n+1}(m^2, s^2) (u) = y_{n+1}(m^2, s^2-1) (u) + \left( b \prod_{\nu=1}^n \nu_{m^2} (u) \sum_{i=1}^{N_1(n)} q_i (u) \sum_{k=1}^{N_3(n)} s_k (u) \right) r_{n+1}^m (u), \\
\varrho_{n+1}(m^3) (u) = z_{n+1}(m^3, s^3-1) (u), \\
\varrho_{n+1}(m^3, s^3) (u) = z_{n+1}(m^3, s^3-1) (u) + \left( c \prod_{\nu=1}^n \nu_{m^2} (u) \sum_{i=1}^{N_1(n)} q_i (u) \sum_{j=1}^{N_2(n)} r_j (u) \right) r_{n+1}^m (u),
\end{cases}
\]

and set
\[
\Delta_{n+1}(m, s) (u) = \left[ x_{n+1}(m^2, s^2-1) (u), x_{n+1}(m^3, s^3-1) (u) \right] \times \left[ y_{n+1}(m^2, s^2-1) (u), y_{n+1}(m^3, s^3-1) (u) \right],
\]

where \( s = s^1 \times s^2 \times s^3 \), for each \( s = 1, N(n+1) \), \( s^1 = 1, N_1(n+1) \), \( s^2 = 1, N_2(n+1) \), \( s^3 = 1, N_3(n+1) \).

Then \( \Delta_{n+1}(m, s) (u) \) is non-empty if and only if \( u \in \bigcap_{\nu=1}^n W^\nu_{m^\nu} \cap W^\nu_{s^\nu} \), and, in particular, \( u \in \bigcap_{\nu=1}^n W^\nu_{m^\nu} \) implies that (3.13) holds trivially.

We remark that, in this case, \( \text{diam} \Delta_m (u) = abc ( \prod_{\nu=1}^n \nu_{m^\nu} (u) ) > 0 \). However, whatever would be \( u \in \mathcal{K} \), we have by construction that
\[
\Delta = \bigcup_{m=1}^{N_1(n)} \{ \Delta_m (u) | m = (m_1, m_2, \ldots, m_n), 1 \leq m_\nu \leq N(\nu), 1 \leq \nu \leq n \}.
\] (3.14)

We define, for every \( n \geq 1 \), the required mapping \( g^n \) of \( \mathcal{K} \) into \( \mathcal{L}^1(D; \mathbb{R}^n) \). In view of (3.14) we can do this simply by prescribing, for every \( u \in \mathcal{K} \), the restriction of \( g^n (u) \) to each of the intervals (parallelepips) \( \Delta_{m}^{n} \). For every \( u \in \mathcal{K} \) we define
\[
g^n (u) \big|_\Delta = \sum_{\nu=1}^{N_1(n)} \chi \left( \Delta^n_{1}(u) \right) v^n_{s^\nu}.
\] (3.15)

where \( \chi \) is the characteristic function, an set, for every \( n \geq 1 \), and every 3n-vector index \( m = (m_1, m_2, \ldots, m_n), m = m^1 \times m^2 \times m^3, m^1 = (m_1^1, m_1^2, \ldots, m_1^n), m^2 = (m_2^1, m_2^2, \ldots, m_2^n), m^3 = (m_3^1, m_3^2, \ldots, m_3^n), 1 \leq m_\nu \leq N(\nu), 1 \leq m_\nu \leq N_1(\nu), 1 \leq m_\nu \leq N_2(\nu), 1 \leq m_\nu \leq N_3(\nu), 1 \leq \nu \leq n \),
\[
g^n (u) \big|_\Delta = \sum_{\nu=1}^{N_1(n)} \chi \left( \Delta_{n+1}^{n+1}(u) \right) v^n_{s^\nu},
\] (3.16)

This uniquely defines, for every \( n \geq 1 \), \( g^n (u) \) as a piecewise constant mapping on \( \Delta \), and hence we can extended \( g^n (u) \) to \( D = \overline{\Delta} \), by setting
\[
\begin{cases}
g^n (u)(a, y, z) = \lim_{x \to a} g^n (u)(x, y, z), \\
g^n (u)(x, b, z) = \lim_{y \to b} g^n (u)(x, y, z), \\
g^n (u)(x, y, c) = \lim_{z \to c} g^n (u)(x, y, z).
\end{cases}
\] (3.17)
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Obviously, for every \( n \geq 1 \), \( g^n \) is mapping of \( K \) into \( L^1(D;\mathbb{R}^n) \), \( g^n : K \to L^1(D;\mathbb{R}^n) \).

This construction implies, similarly with the proof in Proposition 3.4 [36], that each \( g^n \) is continuous in \( K \). Thus, only the inequalities (3.6) and (3.7) remain to be verified.

Let \( u \in K \) be given and fix \( (x, y, z) \in \Delta \). Then, for every \( n \geq 1 \), there exists one and only one \( 3n \)-vector index \( m = (m_1, m_2, \ldots, m_m) \), \( m = m^1 \times m^2 \times m^3 \) such that \( (x, y, z) \in \Delta^n_m(u) \).

This implies that, in particular, \( u \in \cap_{\nu=1}^n W^\nu_{m_\nu} \) and consequently, by (3.16),

\[
d (g^n(u)(x,y,z), G(u)(x,y,z)) = d (v^n_m(x,y,z), G(u)(x,y,z)) \leq d (v^n_m(x,y,z), G(v^n_m)(x,y,z)) + d_H (G(u^n_m)(x,y,z), G(u)(x,y,z)) < \frac{1}{2^{n+1}} + \frac{1}{2^n}.
\]

Moreover, if \( (x, y, z) \in \Delta^n_m \) then \( (x, y, z) \in \Delta^{n+1}_{(m,s)} \) for one and only one index \( s \), \( 1 \leq s \leq N(n+1) \), so that \( u \in \cap_{\nu=1}^n W^\nu_{m_\nu} \cap W^{n+1}_s \). Hence, we deduce from (3.9) and (3.11) that

\[
\|g^{n+1}(u)(x,y,z) - g^n(u)(x,y,z)\| = \|v^{n+1}_{(m,s)}(x,y,z) - v^n_m(x,y,z)\| < \frac{1}{2^{n+1}}.
\]

Thus, the inequalities (3.6) and (3.7) hold at every \( (x,y,z) \in D \). Obviously, by (3.17) and by continuity, they remain valid at \( x = a, y = b, z = c \). This completes the proof.

4 The Darboux Problem for third order hyperbolic inclusions

**Definition 4.1.** The *Darboux Problem* for the hyperbolic inclusion (1.1) means to determine a solution of this inclusion which satisfies the initial conditions (1.2).

**Definition 4.2.** A function \( u : D \to \mathbb{R}^n \) is called a solution of the Darboux Problem (1.1) + (1.2) if it is absolutely continuous in Carathéodory’s sense on \( D \), \( u \in C^a(D;\mathbb{R}^n) \) [4, §565-§570], and it satisfies (1.1) for a.e. \( (x, y, z) \in D \), and also the initial conditions (1.2) for all \( (x, y) \in D_1 \), all \( (y, z) \in D_2 \), all \( (x, z) \in D_3 \).

As a corollary of Selection Theorem 3.1 we state following existence result.

**Theorem 4.1.** Assume that the hypotheses \((H_1) - (H_3)\) are satisfied. Then there exists an absolutely continuous in Carathéodory’s sense function \( \hat{u} : D \to \mathbb{R}^n \) which is a solution of Darboux Problem (1.1) + (1.2).

**Proof.** Using Theorem 3.1, there is a continuous mapping \( g : K \to L^1(D;\mathbb{R}^n) \) such that, for every \( u \in K \), \( g(u) \) is a regulated mapping in \( D \) and \( g(u) \) is a continuous selection for \( G(u) \) given by (3.5).

Let \( h(u) \), for each \( u \in K \), be the continuous function, \( h(u) : D \to \mathbb{R}^n \), defined by

\[
h(u)(x,y,z) = a(x,y,z) + \int_0^x \int_0^y \int_0^z g(u)(r,s,t) \, dr \, ds \, dt, \quad (x,y,z) \in D \tag{4.1} \]
Using (3.1) we have

\[ h(u)(x, y, z) = \varphi(x, y) + \psi(y, z) + \chi(x, z) - \varphi(x, 0) - \varphi(0, y) - \psi(0, z) + \psi(0, 0) + \int_0^x \int_0^y \int_0^z g(u)(r, s, t) \, dr \, ds \, dt, \quad (x, y, z) \in D, \]  

(4.2)

and which can be rewritten as

\[ h(u)(x, y, z) = \int_0^x \int_0^y \int_0^z g(u)(r, s, t) \, dr \, ds \, dt + \int_0^x \int_0^y \frac{\partial^2 \varphi(r, s)}{\partial r \partial s} \, dr \, ds + \int_0^x \int_0^y \frac{\partial^2 \psi(s, t)}{\partial s \partial t} \, ds \, dt + \int_0^x \frac{\partial \psi(r, 0)}{\partial r} \, dr + \int_0^y \frac{\partial \varphi(0, s)}{\partial s} \, ds + \int_0^z \frac{\partial \psi(0, t)}{\partial t} \, dt + u(0, 0, 0), \quad \text{for } (x, y, z) \in D. \]  

(4.3)

Indeed, we have

\[ \int_0^x \int_0^y \frac{\partial^2 \varphi(r, s)}{\partial r \partial s} \, dr \, ds = \int_0^x \left[ \int_0^y \frac{\partial^2 \varphi(r, s)}{\partial r \partial s} \, dr \right] \, ds = \int_0^x \left. \frac{\partial \varphi(r, s)}{\partial r} \right|_{s=0}^s \, dr = \int_0^x \left[ \frac{\partial \varphi(r, y)}{\partial r} - \frac{\partial \varphi(r, 0)}{\partial r} \right] \, dr = \varphi(r, y) \bigg|_{r=0}^r = \varphi(r, 0) - \varphi(r, 0) = [\varphi(x, y) - \varphi(0, y)] - [\varphi(x, 0) - \varphi(0, 0)] = \varphi(x, y) - \varphi(0, y) - \varphi(x, 0) + \varphi(0, 0), \]  

(4.4)

\[ \int_0^y \int_0^z \frac{\partial^2 \psi(s, t)}{\partial s \partial t} \, ds \, dt = \int_0^y \left[ \int_0^z \frac{\partial^2 \psi(s, t)}{\partial s \partial t} \, dt \right] \, ds = \int_0^y \left. \frac{\partial \psi(s, t)}{\partial s} \right|_{t=0}^t \, ds = \int_0^y \left[ \frac{\partial \psi(s, z)}{\partial s} - \frac{\partial \psi(s, 0)}{\partial s} \right] \, ds = \psi(s, z) \bigg|_{s=0}^s - \psi(s, 0) \bigg|_{s=0}^s = [\psi(y, z) - \psi(0, z)] - [\psi(y, 0) - \psi(0, 0)] = \psi(y, z) - \psi(0, z) - \psi(y, 0) + \psi(0, 0), \]  

(4.5)

\[ \int_0^x \int_0^z \frac{\partial^2 \chi(r, t)}{\partial r \partial t} \, dr \, dt = \int_0^x \left[ \int_0^z \frac{\partial^2 \chi(r, t)}{\partial r \partial t} \, dt \right] \, dr = \int_0^x \left. \frac{\partial \chi(r, t)}{\partial r} \right|_{t=0}^t \, dr = \int_0^x \left[ \frac{\partial \chi(r, z)}{\partial r} - \frac{\partial \chi(r, 0)}{\partial r} \right] \, dr = \chi(r, z) \bigg|_{r=0}^r = \chi(r, 0) - \chi(r, 0) = [\chi(x, z) - \chi(0, z)] - [\chi(x, 0) - \chi(0, 0)] = \chi(x, z) - \chi(0, z) - \chi(x, 0) + \chi(0, 0), \]  

(4.6)

\[ \int_0^x \frac{\partial \varphi(r, 0)}{\partial r} \, dr = \varphi(r, 0) \bigg|_{r=0}^r = \varphi(x, 0) - \varphi(0, 0), \]  

(4.7)
\[
\int_0^y \frac{\partial \varphi}{\partial s} (0, s) \, ds = \varphi (0, y) - \varphi (0, 0), \quad (4.8)
\]
\[
\int_0^z \frac{\partial \psi}{\partial t} (0, t) \, dt = \psi (0, z) - \psi (0, 0). \quad (4.9)
\]
From (1.3) it results
\[
u (0, 0, 0) = \varphi (0, 0) = \psi (0, 0) = \chi (0, 0). \quad (4.10)
\]
Replacing (4.4) – (4.10) in (4.3) leads to (4.2).

Using Theorem 2.5, from (4.3) it follows that \( h (u) \in C^* (D; \mathbb{R}^n) \) for each \( u \in \mathcal{K} \), i.e. \( h (u) \) is an absolutely continuous in Carathéodory’s sense function. One obtains \( h (u) \in \mathcal{K} \) and \( h (\mathcal{K}) \subseteq \mathcal{K} \).

Indeed, from (4.2) it follows that
\[
\frac{\partial^3 h (u) (x, y, z)}{\partial x \partial y \partial z} = g (u) (x, y, z), \quad (x, y, z) \in D,
\]
but
\[
g (u) (x, y, z) \in G (u) (x, y, z) = F (x, y, z, u (x, y, z)), \quad (x, y, z) \in D.
\]
Hence \( \zeta = g (u) (x, y, z) \) is an element of the ball \( A \), and consequently \( \| \zeta \| = \| g (u) (x, y, z) \| \leq M \), i.e. \( \| \partial^3 h (u) (x, y, z) \| \leq M \), and from (4.2) \( h (u) \) satisfies (1.2). Using the definition of the set \( \mathcal{K} \), this inequality shows that \( h (u) \in \mathcal{K} \). From \( u \in \mathcal{K} \) implying that \( h (u) \in \mathcal{K} \), we conclude that \( h (\mathcal{K}) \subseteq \mathcal{K} \).

Now, we can apply Schauder’s Fixed Point Theorem and conclude that there exists \( \hat{u} \in \mathcal{K} \) such that \( \hat{u} = h (\hat{u}) \), i.e. \( \hat{u} (x, y, z) = h (\hat{u}) (x, y, z) \) at every \((x, y, z) \in D\). This implies that \( \hat{u} \) satisfies (1.1),
\[
\frac{\partial^3 \hat{u} (x, y, z)}{\partial x \partial y \partial z} = g (\hat{u}) (x, y, z) \in F (x, y, z, \hat{u} (x, y, z))
\]
for a.e. \((x, y, z) \in D\), and the relations (1.2). Therefore \( \hat{u} (x, y, z) = h (\hat{u}) (x, y, z) \) is a solution of Darboux Problem (1.1) + (1.2).
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