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Several Remarks on Metrics

on Partition Lattices and Their

Applications in Data Mining

Dan A. SIMOVICI

Abstract. We develop an axiomatization of a class of metrics on lattices of
partitions of finite sets, which leads to a new metric axiomatization of the notion
of entropy in an algebraic framework. We point to the application that this type
of metrics has in data mining and machine learning.
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1 Introduction

Partitions play a crucial role in data mining. A clustering can be regarded as a partition.
Attributes of sets of objects in relational databases induce equivalence relations on these sets,
and these, in turn, are described by partitions. Partitions serve in data discretization, and
can be construct to design decision trees, a mainstay of classifiers. Frequently, data mining
requires an evaluation of the dissimilarity between partitions and this can be best achieved by
defining metrics on sets of partitions that are compatible with their natural lattice structure
and have other properties required by specific applications. Thus, the field of data mining
has focused on the metric space of partitions. In [1] we developed an axiomatization of a
generalization of Shannon entropy known as Havrda-Charvat entropy [2].

The main goal of this paper is to axiomatize a metric on the space of partitions of a finite
set that is closely related to generalized entropy. Related results motivated by desirability
of certain properties of clustering distances were obtained in [3]. Here we are primarily
interested in distance axiomatizations that lead to entropy axiomatizations.

Unless stated otherwise, all sets are assumed to be finite. The cardinality of a set S is
denoted by |S|. A partition of a set S is a non-empty collection of non-empty subsets of S,
π = {Bi | i ∈ I} such that

⋃

π = S and Bi ∪ Bj = ∅ when i 6= j for i, j ∈ I. The sets Bi

are the blocks of π. The set of partitions of S is denoted by PART(S).
A partial order relation on PART(S) is defined by π ≤ σ for π, σ ∈ PART(S) if every

block of B is included in a block of σ. This is easily seen to be equivalent to requiring that
each block of σ is a union of blocks of π.

The partially ordered set (PART(S),≤) is actually a bounded lattice. The infimum π∧π′

of two partitions π and π′ is the partition that consists of non-empty intersections of blocks
of π and π′. For a description of the supremum π ∨ π′ of the partitions π, π′ see [4]. The
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least element of this lattice is the partition αS = {{s} | s ∈ S}; the largest is the partition
ωS = {S}.

The partition σ covers the partition π if σ is obtained from π by fusing two blocks of this
partition. This is denoted by π ≺ σ. We have π ≤ π′, if and only if there exists a sequence
of partitions σ0, σ1, . . . , σr such that π = σ0 ≺ σ1 ≺ · · · ≺ σr = π′.

Let C be a subset of the set S and let π = {Bi | i ∈ I} ∈ PART(S) be a partition. The
trace of π on C is the partition πC = {Bi ∩ C | Bi ∩ C 6= ∅ and i ∈ I}.

Let (L,∧,∨) be a lattice. A function f : L −→ R is sub-modular if f(x∧ y) + f(x∨ y) ≤
f(x) + f(y) for every x, y ∈ L.

Let π, σ be two partitions in PART(S). We say that σ covers π if π ≤ σ and there exists
no partition θ ∈ PART(S) such that π < θ < σ. This is denoted by π ≺ σ. One can show
that π ≺ σ if and only if the blocks of σ are the same as the blocks of π, with the exception
of a single block of σ that is the union of two blocks of π.

2 Axiomatization of Metrics on Partitions

Let Φ : R≥0 −→ R≥0 be a function such that Φ(1) = 1 and Φ(x) = 0 implies x = 0. The
function dΦ is defined by the following systems of axioms:

(D1) dΦ is symmetric, that is, dΦ(π, σ) = dΦ(σ, π);

(D2) dΦ(αS , σ) + dΦ(σ, ωS) = dΦ(αS , ωS);

(D3) dΦ(π, σ) = dΦ(π, π ∧ σ) + dΦ(π ∧ σ, σ);

(D4) if σ, θ ∈ PART(S) such that θ = {D1, . . . , Dh} and σ ≤ θ, then

dΦ(σ, θ) =

h
∑

i=1

Φ

(

|Di|

|S|

)

dΦ(σDi
, ωDi

);

(D5) dΦ(ωT , αT ) is a characteristic of the set T and there exists a positive constant k such
that for every set S such that T ⊆ S we have

dΦ(ωT , αT ) = k



1−
|T |

Φ(|S|)Φ
(

|T |
|S|

)



 ≥ 0,

for every T ⊆ S.

Our goal is to obtain conditions under which the function dΦ defined in the next theorem is
a metric on the set of partitions of a finite set.

Let S and U be two sets such that T ⊆ S ∩ U , where T 6= ∅. Since dΦ(αT , ωT ) is the
same regardless whether T is considered as a subset of S or of U we have

dΦ(αT , ωT ) = k



1−
|T |

Φ(|S|)Φ
(

|T |
|S|

)



 = k



1−
|T |

Φ(|U |)Φ
(

|U |
|S|

)



 .
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This implies
1

Φ(|S|)Φ
(

|T |
|S|

) =
1

Φ(|U |)Φ
(

|T |
|U |

) .

If T = U in the above equality we obtain:

Φ

(

|T |

|S|

)

= Φ(1)
Φ(|T |)

Φ(|S|)
=

Φ(|T |)

Φ(|S|)
. (1)

Since dΦ(αT , ωT ) ≥ 0 we have

|T |

Φ(|S|)Φ
(

|T |
|S|

) ≤ 1,

for any set S such that T ⊆ S. Choosing S = T we obtain |T | ≤ Φ(T ) for any finite set T .

Theorem 1. Let dΦ : PART(S)2 −→ R≥0 be a function that satisfies Axioms (D1)-(D5).
We have:

dΦ(π, σ) = k





m
∑

i=1

Φ

(

|Bi|

|S|

)

+

n
∑

j=1

Φ

(

|Cj |

|S|

)

−2
m
∑

i=1

n
∑

j=1

Φ

(

|Bi ∩ Cj |

|S|

)



 .

Proof. For θ = {D1, . . . , Dh} we have

dΦ(αS , θ) =

h
∑

i=1

Φ

(

|Di|

|S|

)

dΦ(ωDi
, αDi

)

= k

h
∑

i=1

Φ

(

|Di|

|S|

)



1−
|Di|

Φ(|S|)Φ
(

|Di|
|S|

)





= k

(

h
∑

i=1

Φ

(

|Di|

|S|

)

−
|S|

Φ(|S|)

)

,

by taking σ = αS in Axiom D4, and by applying (D5).
By Axiom (D2) we have

dΦ(θ, ωS) = dΦ(αS , ωS)− dΦ(αS , θ)

= k

(

1−
|S|

Φ(|S|)Φ(1)

)

− k

(

h
∑

i=1

Φ

(

|Di|

|S|

)

−
|S|

Φ(|S|)

)

= k

(

1−
h
∑

i=1

Φ

(

|Di|

|S|

)

)

, (2)
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because Φ(1) = 1.
Let now π, σ ∈ PART(S), where π = {B1, . . . , Bm} and σ = {C1, . . . , Cn}. Since π∧σ ≤

π, an application of (D4) yields

dΦ(π ∧ σ, π) =

m
∑

i=1

Φ

(

|Bi|

|S|

)

dΦ(ωBi
, σBi

)

= k

m
∑

i=1

Φ

(

|Bi|

|S|

)



1−
n
∑

j=1

Φ

(

|Bi ∩ Cj |

|Bi|

)





= k





m
∑

i=1

Φ

(

|Bi|

|S|

)

−
n
∑

j=1

m
∑

i=1

Φ

(

|Bi ∩ Cj |

|S|

)





Similarly, we can derive

dΦ(π ∧ σ, σ) = k





n
∑

j=1

Φ

(

|Cj |

|S|

)

−
m
∑

i=1

n
∑

j=1

Φ

(

|Bi ∩ Cj |

|S|

)



 ,

so we have (by Axiom (D3)):

dΦ(π, σ) = k





m
∑

i=1

Φ

(

|Bi|

|S|

)

+
n
∑

j=1

Φ

(

|Cj |

|S|

)

− 2
m
∑

i=1

n
∑

j=1

Φ

(

|Bi ∩ Cj |

|S|

)



 ,

which is the desired equality. �

By taking θ = ωS in Axiom (D4) we obtain

dΦ(π, ωS) = dΦ(π, π) + dΦ(π, ωS),

which implies dΦ(π, π) = 0 for every π ∈ PART(S).
The equality of Theorem 1 can be written as

dΦ(π, σ) = k





m
∑

i=1

Φ

(

|Bi|

|S|

)



1−
n
∑

j=1

Φ

(

|Bi ∩ Cj |

|Bi|

)





+

n
∑

j=1

Φ

(

|Cj |

|S|

)

(

1−
m
∑

i=1

Φ

(

|Bi ∩ Cj |

|Cj |

)

)





=

m
∑

i=1

Φ

(

|Bi|

|S|

)

dΦ(σBi
, ωBi

) +

n
∑

j=1

Φ

(

|Cj |

|S|

)

dΦ(πCj
, ωCj

).

Let CΦ : PART(S)2 −→ R≥0 be the function defined by

CΦ(π, σ) =

n
∑

j=1

Φ

(

|Cj |

|S|

)

dΦ(πCj
, ωCj

) (3)
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for π = {B1, . . . , Bm} and σ = {C1, . . . , Cn}. We have

CΦ(π, σ) = k

n
∑

j=1

Φ

(

|Cj |

|S|

)

(

1−
m
∑

i=1

Φ

(

|Bi ∩ Cj |

|Cj |

)

)

= k





n
∑

j=1

Φ

(

|Cj |

|S|

)

−
m
∑

i=1

n
∑

j=1

Φ

(

|Bi ∩ Cj |

|S|

)



 ,

which implies
dΦ(π, σ) = CΦ(π, σ) + CΦ(σ, π). (4)

Observe that

CΦ(π, σ) = dΦ(π ∧ σ, ωS)− dΦ(σ, ωS), (5)

dΦ(π, σ) = 2dΦ(π ∧ σ, ωS)− dΦ(π, ωS)− dΦ(σ, ωS) (6)

Theorem 2. If Φ is a supra-additive function, then dΦ(π, ωS) is anti-monotonic relative to

π.

Proof. Let η and θ be two partitions of S such that η ≤ θ, η = {E1, . . . , Ep} and θ =
{D1, . . . , Dh}. For each block Di there exists a index set Ki such that Di =

⋃

{Ek ∈ η |
k ∈ Ki}. Since the sets Ek are disjoint, we have |Di| =

∑

{|Ek| | k ∈ Ki}, which implies
Φ(|Di|) ≥

∑

{Φ(|Ek|) | k ∈ Ki} because Φ is supra-additive. Therefore, dΦ(θ, ωS) ≤
dΦ(η, ωS). �

Lemma 3. Let Φ : R≥0 −→ R be a convex, supra-additive function. If C and D are two

disjoint subsets of S and π ∈ PART(S), then we have:

Φ

(

|C ∪D|

|S|

)

dΦ(πC∪D, ωC∪D)

≥ Φ

(

|C|

|S|

)

dΦ(πC , ωC) + Φ

(

|D|

|S|

)

dΦ(πD, ωD).

Proof. Suppose that π = {B1, . . . , Bm}. Let

xi =
|Bi ∩ C|

|C|
and yi =

|Bi ∩D|

|D|
,

for 1 ≤ i ≤ m. Clearly,
∑m

i=1 xi =
∑m

i=1 yi = 1. Note that

|Bi ∩ (C ∪D)|

|C ∪D|
= pxi + qyi,

where p = |C|
|C∪D| and q = |D|

|C∪D| . Since Φ is convex we have

Φ(pxi + qyi) ≤ pΦ(xi) + qΦ(yi),
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so

1−
m
∑

i=1

Φ(pxi + qyi) ≥ 1−
m
∑

i=1

pΦ(xi)− q
m
∑

i=1

Φ(yi).

By Equality (2) we have

Φ

(

|C ∪D|

|S|

)

dΦ(πC∪D, ωC∪D) = Φ

(

|C ∪D)

|S|

)

(

1−
m
∑

i=1

Φ

(

|Bi ∩ (C ∪D)|

|C ∪D|

)

)

= Φ

(

|C ∪D|

|S|

)

(

1−
m
∑

i=1

Φ(pxi + qyi)

)

,

and

Φ

(

|C|

|S|

)

dΦ(πC , ωC) = Φ

(

|C|

|S|

)

(

1−
m
∑

i=1

Φ

(

|Bi ∩ C|)

|C|

)

)

,

= Φ

(

|C|

|S|

)

(

1−
m
∑

i=1

Φ(xi)

)

,

Φ

(

|D|

|S|

)

dΦ(πD, ωD) = Φ

(

|D|

|S|

)

(

1−
m
∑

i=1

Φ

(

|Bi ∩D|

|C ∪D|

)

)

= Φ

(

|D|

|S|

)

(

1−
m
∑

i=1

Φ(yi)

)

.

This allows us to write

Φ

(

|C ∪D|

|S|

)

dΦ(πC∪D, ωC∪D)

= Φ

(

|C ∪D|

|S|

)

(

1−
m
∑

i=1

Φ(pxi + qyi)

)

≥ Φ

(

|C ∪D|

|S|

)

(

1− p

m
∑

i=1

Φ(xi)− q

m
∑

i=1

Φ(yi)

)

≥ Φ

(

|C|

|S|

)

+Φ

(

|D|

|S|

)

− pΦ

(

|C ∪D|

|S|

) m
∑

i=1

Φ(xi)− qΦ

(

|C ∪D|

|S|

) m
∑

i=1

Φ(yi)

(due to the supra-additivity of Φ)

≥ Φ

(

|C|

|S|

)

+Φ

(

|D|

|S|

)

− Φ

(

|C|

|S|

) m
∑

i=1

Φ(xi)− Φ

(

|D|

|S|

) m
∑

i=1

Φ(yi)

= Φ

(

|C|

|S|

)

dΦ(πC , ωC) + Φ

(

|D|

|S|

)

dΦ(πD, ωD),

which concludes the argument. �
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Theorem 4. If Φ is a supra-additive function, then CΦ is anti-monotonic in its first argu-

ment and is monotonic in its second argument.

Proof. The first part of the theorem follows immediately from Theorem 2. For the second
part it suffices to show that if σ ≺ τ , then CΦ(π, σ) ≤ CΦ(π, τ) for π, σ, τ ∈ PART(S).
Suppose that π = {B1, . . . , Bm}, σ = {C1, . . . , Cn−2, Cn−1, Cn} and that τ = {C1, . . . , Cn−2,
Cn−1 ∪ Cn}.

We have

CΦ(π, τ)

=

n−2
∑

j=1

Φ(|Cj |)

Φ(|S|)
dΦ(πCj

, ωS) +
Φ(|Cn−1 ∪ Cn|

Φ(|S|)
dΦ(πCn−1∪Cn

, ωS)

≥
n−2
∑

j=1

Φ(|Cj |)

Φ(|S|)
dΦ(πCj

, ωS) +
Φ(|Cn−1)

Φ(|S|)
dΦ(πCn−1

, ωS) +
Φ(|Cn)

Φ(|S|)
dΦ(πCn

, ωS)

= CΦ(π, σ).

�

Lemma 5. We have

CΦ(π, σ ∧ τ) + CΦ(σ, τ) = CΦ(π ∧ σ, τ).

for every π, σ, τ ∈ PART(S).

Proof. Let π = {B1, . . . , Bm}, σ = {C1, . . . , Cm}, τ = {D1, . . . , Dh}. By Equality ?? we
have

CΦ(π, σ ∧ τ) = k





n
∑

j=1

h
∑

ℓ=1

Φ

(

|Cj ∩Dℓ|

|S|

)

−
m
∑

i=1

n
∑

j=1

h
∑

ℓ=1

Φ

(

|Bi ∩ Cj ∩Dℓ|

|S|

)





and

CΦ(σ, τ) = k





h
∑

ℓ=1

Φ

(

|Dℓ|

|S|

)

−
h
∑

j=1

h
∑

ℓ=1

Φ

(

|Cj ∩Dℓ|

|S|

)



 ,

so

CΦ(π, σ ∧ τ) + CΦ(σ, τ) = CΦ(π ∧ σ, τ).

�

Theorem 6. If Φ is a supra-additive function, then for every partitions π, σ, τ in PART(S)
we have

CΦ(π, σ) + CΦ(σ, τ) ≥ CΦ(π, τ).
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Proof. The monotonicity of CΦ in its second argument and the anti-monotonicity of the
same in the first argument imply

CΦ(π, σ) + CΦ(σ, τ) ≥ CΦ(π, σ ∧ τ) + CΦ(σ, τ)

= CΦ(π ∧ σ, τ)

(by Lemma 5)

≥ CΦ(π, τ),

which is the desired inequality. �

Corollary 7. If Φ is a supra-additive function, then dΦ satisfies the triangular inequality,

that is,

dΦ(π, σ) + dΦ(σ, τ) ≥ dΦ(π, τ)

for every π, σ, τ ∈ PART(S).

Proof. This statement follows immediately from Theorem 6 and Equality (4). �

Theorem 8. Let π, σ be two partitions of the set S. We have CΦ(π, σ) = 0 if and only if

σ ≤ π.

Proof. Suppose that σ = {C1, . . . , Cn}. If σ ≤ π, then πCj
= ωCj

and, therefore, by
Equality 3, we have CΦ(π, σ) = 0.

Conversely, suppose that

CΦ(π, σ) =
n
∑

j=1

Φ

(

|Cj |

|S|

)

dΦ(πCj
, ωCj

) = 0.

This implies dΦ(πCj
, ωCj

) = 0, so πCj
= ωCj

for 1 ≤ j ≤ n, which means that every block
Cj of σ is included in a block of π. Thus, σ ≤ π. �

Corollary 9. If Φ is convex and supra-additive, then dΦ is a metric on PART(S).

Proof. The function dΦ is symmetric and, by Corollary 7 it has the triangular property. We
saw that dΦ(π, π) = 0 for every π ∈ PART(S). Suppose now that dΦ(π, σ) = 0. Equality 4
implies CΦ(π, σ) = CΦ(σ, π), so σ = π by Theorem 8. �

The next result shows that the diameter of the metric space (PART(U), dΦ), where U ⊆ S
increases monotonically with the cardinality of U .

Theorem 10. Let U, V be two subsets of a set S such that |U | ≤ |V |. If the function ϕ :

R>0 −→ R≥0 given by ϕ(x) = Φ(x)
x

is monotonic on [0, 1], then dΦ(αU , ωU ) ≤ dΦ(αV , ωV ).

Proof. Since |U | ≤ |V |, we have ϕ(|U |) ≤ ϕ(|V |), so

Φ(|U |)

|U |
≤

Φ(|V |)

|V |
,

which, by Axiom (D5) implies dΦ(αU , ωU ) ≤ dΦ(αV , ωV ). �
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Example 11. Let Φ : R≥0 −→ R be defined by Φ(x) = xβ , where β > 1. Φ is clearly
monotonic, multiplicative and supra-additive, as it can be easily be verified. In addition,

note that ϕ(x) = Φ(x)
x

= xβ−1 is also monotonic.
As a result, the metric dΦ is given by

dΦ(π, σ) = k





m
∑

i=1

(

|Bi|

|S|

)β

+

n
∑

j=1

(

|Cj |

|S|

)β

− 2

m
∑

i=1

n
∑

j=1

(

|Bi ∩ Cj |

|S|

)β





For β = 2 we obtain a metric that is identical to the Mirkin metric [5] (up to a multiplicative
constant).

Choose now the constant k as k = 1
1−21−β for Φ(x) = xβ , where β > 1. We have

lim
β→1

dΦ(π, σ)

= lim
β→1

∑m

i=1

(

|Bi|
|S|

)β

+
∑n

j=1

(

|Cj |
|S|

)β

− 2
∑m

i=1

∑n

j=1

(

|Bi∩Cj |
|S|

)β

1− 21−β

= lim
β→1

∑m

i=1

(

|Bi|
|S|

)β

ln |Bi|
|S| +

∑n

j=1

(

|Cj |
|S|

)β

ln
|Cj |
|S| − 2

∑m

i=1

∑n

j=1

(

|Bi∩Cj |
|S|

)β

ln
|Bi∩Cj |
|S|

21−β ln 2

(by applying l’Hôpital rule)

=

∑m

i=1
|Bi|
|S| ln

|Bi|
|S| +

∑n

j=1
|Cj |
|S| ln

|Cj |
|S| − 2

∑m

i=1

∑n

j=1
|Bi∩Cj |
|S| ln

|Bi∩Cj |
|S|

ln 2

=

m
∑

i=1

|Bi|

|S|
log2

|Bi|

|S|
+

n
∑

j=1

|Cj |

|S|
log2

|Cj |

|S|
− 2

m
∑

i=1

n
∑

j=1

|Bi ∩ Cj |

|S|
log2

|Bi ∩ Cj |

|S|
.

This metric dΦ, where Φ(x) = xβ for x ∈ R≥0 and β > 1 was used by R. López de Màntaras
in [6] for decision tree induction.

3 Partition Metrics and Lattice Valuations

Metrics on lattices are closely related to lower valuations of the upper semi-modular lattices
of partitions of finite sets. This connection was established in [7] and studied in [8, 9, 10].

A lower valuation on a lattice (L,∨,∧) is a mapping v : L −→ R such that v(π ∨ σ) +
v(π ∧ σ) ≥ v(π) + v(σ) for every π, σ ∈ L. If the reverse inequality is satisfied, that is,
if v(π ∨ σ) + v(π ∧ σ) ≤ v(π) + v(σ) for every π, σ ∈ L, then v is referred to as an upper

valuation.
If v ∈ L is both a lower and upper valuation, that is, if v(π∨σ)+ v(π∧σ) = v(π)+ v(σ)

for every π, σ ∈ L, then v is a valuation on L.
We have the following result:

Theorem 12. Let π, σ ∈ PART(S) be two partitions. We have:

dΦ(π, σ) = 2 · dΦ(π ∧ σ, ωS)− dΦ(π, ωS)− dΦ(σ, ωS)

= dΦ(αS , π) + dΦ(αS , σ)− 2 · dΦ(αS , π ∧ σ).
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Proof. The equalities of the theorem can be immediately verified by using the definition of
dΦ. �

Corollary 13. Let θ, τ ∈ PART(S). If θ ≤ τ and we have either dΦ(θ, ωS) = dΦ(τ, ωS) or

dΦ(αS , θ) = dΦ(αS , τ), then θ = τ .

Proof. Note that if θ ≤ τ , then Theorem 12 implies

dΦ(θ, τ) + dΦ(τ, ωS) = dΦ(θ, ωS),

and

dΦ(θ, τ) = dΦ(αS , τ)− dΦ(αS , θ).

Suppose that dΦ(θ, ωS) = dΦ(τ, ωS). Since dΦ(τ, ωS) = dΦ(θ, ωS) it follows that dΦ(θ, τ) = 0,
so θ = τ .

If dΦ(αS , θ) = dΦ(αS , τ) the same conclusion can be reached immediately. �

It is known [7] that if there exists a positive valuation v on L, then L must be a modular
lattice. Since the partition lattice of a set is an upper-semimodular lattice that is not
modular ([7]) it is clear that positive valuations do not exist on partition lattices. However,
lower and upper valuations do exist, as we show next.

Theorem 14. Let S be a finite set. Define the mappings KΦ : PART(S) −→ R and let

HΦ : PART(S) −→ R be by KΦ(π) = dΦ(αS , π) and HΦ(π) = dΦ(π, ωS), respectively, for
π ∈ PART(S). Then, KΦ is a lower valuation and HΦ is an upper valuation on the lattice

(PART(S),∨,∧).

Proof. Theorem 12 allows us to write:

dΦ(π, σ) = KΦ(π) +KΦ(σ)− 2KΦ(π ∧ σ)

= 2HΦ(π ∧ σ)−HΦ(π)−HΦ(σ),

for every π, σ ∈ PART(S).
If we rewrite the triangular inequality dΦ(π, τ)+dΦ(τ, σ) ≥ dΦ(π, σ) using the valuations

KΦ and HΦ we obtain:

KΦ(τ) +KΦ(π ∧ σ) ≥ KΦ(π ∧ τ) +KΦ(τ ∧ σ),

HΦ(π ∧ τ) +HΦ(τ ∧ σ) ≥ HΦ(τ) +HΦ(π ∧ σ),

for every π, τ, σ ∈ PART(S). If we choose τ = π ∨ σ the last inequalities yield:

KΦ(π) +KΦ(σ) ≤ KΦ(π ∨ σ) +KΦ(π ∧ σ)

HΦ(π) +HΦ(σ) ≥ HΦ(π ∨ σ) +HΦ(π ∧ σ),

for every π, σ ∈ PART(S), which shows that KΦ is a lower valuation and HΦ is an upper
valuation on the lattice (PART(S),∨,∧). �
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4 Entropy and Conditional Entropy

Let θ be a partition of a set S. For reasons that will become apparent in this section we will
refer to dΦ(θ, ωS) as the Φ-entropy of the partition θ and will denote dΦ(θ, ωS) by HΦ(θ).

We observed in Theorem 2 that, under certain conditions, the function HΦ(θ) is anti-
monotonic relative to θ. In other words, HΦ(αS) has the largest value for any partition π
of the set S.

Theorem 15. Let r be a divisor of |S| and let ρ ∈ PART(S) be a partition that contains r
blocks of equal size |S|/r. If θ = {A1, . . . , Ar} is a partition of S that consists of r blocks,

then HΦ(κ) ≥ HΦ(θ).

Proof. Since Φ is a convex function, by Jensen’s inequality we have

Φ

(

r
∑

i=1

1

r
|Di|

)

≤
r
∑

i=1

1

r
Φ(|Di|),

which amounts to

rΦ

(

|S|

r

)

≤
r
∑

i=1

Φ(|Di|).

In turn, this yields

rΦ

(

1

r

)

≤
r
∑

i=1

Φ

(

|Di|

|S|

)

.

Therefore,

HΦ(ρ) = k

(

1− rΦ

(

1

r

))

≥ k

(

1−
r
∑

i=1

Φ

(

|Di|

|S|

)

)

= HΦ(θ).

�

Thus, HΦ retains one of the most important property of the entropy: the capability
of measuring concentration of objects in the blocks of a partition. The more balanced
a partition is, the higher the value of the entropy is. Thus, partitions with low entropy
suggest that certain blocks contain substantial groups of objects, which are identified with
clusters.

By Equality (3) we can write

CΦ(π, σ) =

n
∑

j=1

Φ

(

|Cj |

|S|

)

HΦ(πCj
),

which justifies using the notation HΦ(π|σ) for CΦ(π, σ) as the entropy of π conditioned on

σ.
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Theorem 16. Let π, σ be two partitions of the finite set S. Then, we have:

HΦ(π ∨ σ) +HΦ(π ∧ σ) ≤ HΦ(π) +HΦ(σ).

Proof. By Theorem 6 we haveHΦ(π|σ) ≤ HΦ(π|τ)+HΦ(τ |σ). Then, by applying Equality 5,
we obtain

HΦ(π ∧ σ)−HΦ(σ) ≤ HΦ(π ∧ τ)−HΦ(τ) +HΦ(τ ∧ σ)−HΦ(σ),

hence
HΦ(τ) +HΦ(π ∧ σ) ≤ HΦ(π ∧ τ) +HΦ(τ ∧ σ).

Choosing τ = π ∨ σ implies immediately the inequality of the theorem. �

Theorem 16 shows that the entropy HΦ is submodular. This result generalizes the
modularity of the Gini index proven in [11] and gives an elementary proof of a result shown
in [12] concerning Shannon’s entropy.

5 Conclusions

We introduced an axiomatization of a class of metrics on lattices of partitions of finite sets.
These metrics are used for a variety of data mining tasks ranging from clustering [3, 13, 14]
to classification [15, 16], feature extraction [17], discretization [18], and the study of genetic
codes [19].

A secondary result of this axiomatization is the possibility to axiomatize the notion of
entropy, or the notion of conditional entropy in an algebraic framework. This approach
takes advantage of the natural lattice structure of the collection of partitions of a finite set,
a structure that is not natural on finite probability fields.
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[8] J. Barthélemy and B. Leclerc, “The median procedure for partitions,” in Partitioning

Data Sets, (Providence), pp. 3–34, American Mathematical Society, 1995.
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